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1 Abstract

Introduction. Carbapenemresistant Enterobacteriaceae (CRE) are spreading at an alarming rate, and threaten health sys

tems and patient safety worldwide. However, data on the dynamics of CRE outbreaks is lacking, especially in France. This

study aims at developing a mathematical model reproducing CRE outbreaks on the French network of healthcare facilities

(HCF).

Methods. We constructed the network of HCF of metropolitan France, over the years 20142016, using the national discharge

database. We then developed a stochastic, hospitalbased, susceptiblecolonizedinfected model to reproduce the dynamics

of CRE outbreaks across the 2015 network. It takes into accout, intrahospital dissemation, spreading by transfers, and

importation from the community. We fitted the model on the 2015 surveillance data and performed simulations

Results. The network included 2,433 HCF for a maximum of 1,285,991 transfers recorded (2016). It was stable in its main

characteristics over the three years and showed a high level of clustering. We estimated that the risk of infection after col

onization by CRE in a healthcare setting was between 3.5% and 8.5%. We estimated a current level of detection of CRE

episodes between 100% and 40% (1,209 undetected episodes). Assuming a baseline level of detection of 40%, we esti

mated that raising the level of detection up to 100% would only reduce the total number of episodes from 2,207 to 1,751

(20.7% reduction).

Conclusions. This model suggests that patient transfer between HCF could play a critical role in the dynamics of CRE

outbreaks. To our knowledge, this model is the first to study spread of pathogens in HCF on such a large scale. It could

be a valuable tool for further research, and to help stakeholders in the management of the increasingly important issue of

antimicrobial resistance.
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2 Introduction

2.1 Carbapenemresistant Enterobacteriaceae

2.1.1 Antibacterial resistance: definitions

Bacteria were one the first life form to emerge on Earth and were first observed in 1676 by Antoine van Leeuwenhoek.1

They are microorganisms present almost everywhere in our environment, including the human body itself. Most of the time,

bacteria cohabit harmoniously with human cells, but can sometimes cause infections, ranging from benign diseases to more

serious afflictions or even death. Although many ancient cultures knew about antibacterial properties of specific plants and

used them to treat wounds,2 the era of modern antibacterial treatment by chemotherapy began in the early 20th century with

the work of Paul Ehrlich and Alfred Bertheim on synthesized arsenical derivatives.3 Since then, antibacterial drugs have been

increasingly developped and used, and saved millions of people thanks to their ability to treat infections that were previously

incurable. However, besides bacteria that can be naturally resistant to antibacterial drugs, bacteria that were usually sensitive

to one or multiple drugs can acquire resistance mechanisms, making some antibacterial agents ineffective. In the litterature,

antibacterial resistance (ABR) most often denotes specifically these bacteria for which the resistance was not naturally present

but was subsequently acquired.

Developping resistance to an antibacterial agent is a natural phenomenon, but can be accelerated by a process of selective

pressure. An extensive use, and more importantly misuse, of antibacterial drugs will select resistant bacteria strains and result

in increased levels of ABR over time. Antibacterial drugs can be categorized in different ways, based on either: the source,

the type of action, the spectrum of activity, the chemical structure or the function.4 Most of the common bacteria strains are

naturally susceptible to multiple categories of antibacterial drugs. Consenquently, different levels of resistance can be defined

according to the number of antibacterial agents that remain effective on the bacteria. In 2011, an international group of experts

from the Centers for Disease Control and Prevention (CDC) and the European Center for Disease Prevention and Control

(ECDC) proposed a standardized terminoly with which to describe resistance profiles of selected bacteria.5 They identified

three levels of resistance, defined as follows: (i) multidrugresistant (MDR) if the the isolate is nonsusceptible to at least

one agent in three or more antibacterial categories, (ii) extensively drugresistant (XDR) if the isolate remains susceptible to

only one or two categories and (iii) pandrugresistant (PDR) if the isolate is nonsusceptible to all agents in all antibacterial

categories. Progression in resistance levels consenquently limits therapeutic options, which can lead to complex situations

or even therapeutic dead ends. In April 2014, the World Health Organization (WHO) released a global report that revealed

alarming levels of resistance worldwide, and declared ABR to be a major global public health concern, calling for urgent

action.6

2.1.2 The threat of antibacterial resistant Enterobacteriaceae

Enterobacteriaceae are a family of Gramnegative bacteria. They are pathogens of great concern for human health for three

main reasons: (i) they are responsible for the largest proportion of HAI,7,8 (ii) they are ubiquitous in the environment and

are easily transmitted between humans (by hand carriage, contaminated food, water, etc.),9 and (iii) they can rapidly acquire

resistance mechanisms and transmit them by genetic material transfer.10,11

Two of the most important members of this family are Escherichia coli and Klebsiella pneumoniae. E. coli is commonly

found in the gastrointestinal tract of humans and other warmblooded animals and is spread through fecaloral transmission.9

Although most of the strains are innocuous, some are pathogenic and can cause infections ranging from simple urinary tract
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infections to intraabdominal infections, neonatal meningitis, hemolyticuremic syndrome or septicemia.12 K. pneumoniae

is commonly found in humans in the gastrointestinal tract, the mouth or skin, and is mainly transmitted through person

toperson contact.9 K. pneumoniae is an oportunistic pathogen, that is, infections occur primarily in people with weakened

immune system. In consequence, they are often healthassociated infections (HAI): hospitalacquired pneumonia, ventilator

associated pneumonia, catheterassociated infections, bloodstream infections, complicated intraabdominal or urinary tract

infections.12 But K. pneumoniae infections, such as pneumonia, can also be seen in the community.

Enterobacteriaceae can usually be treated with βlactam antibiotics. βlactam antibiotics can be categorized into four groups:

penicillins, monobactams, cephalosporins and carbapenems.13 However, the last three decades have seen the emergence

of MDR Enterobacteriaceae, mainly through the developement of βlactamases, enzymes that can inactivate several β

lactam antibiotics.14,15 A specific group of βlactamases, the extendedspectrum βlactamases (ESBL), can inactivate a

wider range of important βlactam antibiotics such as thirdgeneration cephalosporins and monobactams.16 ESBLproducing

Enterobacteriaceae are therefore resistant to the majority of, if not all, first line antibiotics.17 Even though the evidence is

scarce, carbapenems are considered the main therapeutic option for ESBL infections.18–22 Some studies suggested that

other antibiotics  or associations of antibiotics  might be used, such as cefepim, cephamycins, fosfomycin or combinations of

βlactam antibiotics with βlactamases inhibitors (piperacillin/tazobactam, amoxicillin/clavulanate, cefoperazone/sulbatacm),

their clinical efficacy remains controversial, especially in more severe infections.15,23–26 With the spread of ESBLproducing

Enterobacteriaceae over the years,27,28 the medical community made extensive use of carbapenems, thus creating a selective

pressure that progressively selected carbapenem resistant organisms.

The first carbapenemresistant Enterobacteriaceae (CRE) was identified in 1996 in North Carolina, USA, from a K. Pneumo

niae isolate.29 Since then, identification of CRE have been increasingly reported all around the world.30–35 Enterobacteriaceae

can acquire carbapenem resistance through different mechanisms, the main one being the production of enzymes that can

inactivate carbapenems (i.e. carbapenemases).13 Such organisms are often referred to as carbapenemaseproducing En

terobacteriaceae (CPE). The term CRE encompasses organisms resistant to carbapenems, regardless of the underlying

mechanism.

CRE have become one of the main concerns in the management of infectious diseases in the 21st century, and now represents

a major threat to modern healthcare, worldwide. Cassini et al. performed a populationlevel modeling analysis to estimate

attributable deaths and disabilityadjusted lifeyears (DALY) caused by infections with ABR bacteria in Europe in 2015.36 They

estimated a number of deaths attributable to infections by carbapenemresistant K. pneumoniae and E. coli between 1,914

and 2,638. Although they represented 2.8% of the total number of infections by ABR bacteria, they accounted for 6.8% of the

deaths. More alarming than these absolute values, is the rapidly increasing trend. The proportion of DALYs due to carbapenem

resistant K. pneumoniae and E. coli went from 4.3% in 2007 to 8.79% in 2015. As CRE are often also resistant to many other

antibacterial drugs,37 therapeutic options are very limited and evidence on their effectiveness is lacking.38–41 In 2017, WHO

released a priority list of bacteria for which new antibiotics are needed. CRE were among the top three priority bacteria (along

with carbapenemresistant Acinetobacter baumannii and Pseudomonas aeruginosa), with critical need for new antibiotics.42

However, the development of new antibacterial drugs is a long and complex process and very few novel antibacterial drugs

are expected to be available in a near future.13 In any case, the management of these emergent extensively drugresistant

bacteria cannot rely on novel antibiotics. Considering the worrisome epidemiology of ESBLproducing Enterobacteriaceae,

further spread of CRE would have serious consequences on modern medicine, which could be faced with pandrugresistant

bacteria. There is an urgent need for comprehensive, effective and realistic measures to limit the spread of CRE.
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2.1.3 Carbapenemresistant Enterobacteriaceae: the situation in France

In France, the first episode of CRE infections occurred in 2004 in an university hospital involving a K. pneumoniae strain.

The index case was a patient transferred from Greece.43 Since then, the number of episodes has not ceased to increase

(Figure 1). Every year, Public Health France (Santé Publique France) releases a status report on the number of notified CPE

episodes.44 A total of 3,604 episodes affecting 5,541 patients have been identified from 2004 to 2016. Of those cases, 998

(18%) were clinical infections and 4543 (82%) were colonisations (carriage without clinical infection). The two strains most

frequently involved were K. pneumoniae (54% of episodes) and E. coli (38%).

These reports raise serious concerns. First, the rapidly increasing trend is particularly worrisome. According to the French

national center for antibiotic resistance (Centre National de Référence de la Résistance aux Antibiotiques), of the isolates

recieved for suspicion of cabarpenemase production in 2017, 60.6% were CPE while they were only 23.1% in 2012.45 Second,

from 2004 to 2010, the proportion of episodes that were not associated with crossborder transfer was 20%,46 whereas it was

56% in 2016, suggesting an important autochthonous circulation of CPE in France. Finally, a non negligible proportion of

episodes involved secondary cases, sometimes in multiple healthcare institutions. The management of such episodes is

more complicated and resource intensive. A 2010 episode involving 13 cases led to the screening of 280 contact cases in

fifteen different healthcare facilities. In 2012, an episode involved 200 cases, and a 2013 episode involved 143 cases.44

Although the number of CRE episodes in France remains relatively limited, it is increasing every year. In July 2015, the

French ministry of health released a national HAI prevention program (Programme national d’actions de Prévention des

Infections Associées aux Soins, Propias).47 Although the effect of such a program might not be seen immediately, it has not

yet succeeded to stop the increasing trend. Efforts must be carried on, and new tools must be developped to gain insight on

this emergent problem.

Figure 1: Monthly incidence of CPE episodes in France, 2009  2016: figure from Vaux et al.
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2.2 Modeling outbreaks in the metropolitan French healthcare facilities network

2.2.1 Modeling the spread of pathogens in healthcare facilities: the SPHINx study

Mathematical modeling is a powerful tool that can help study a wide range of phenomena. When studying the dissemination

of infectious diseases and evaluating the potential impact of control measures, observational data might not allow to answer

some important questions. On the other hand, traditional experimental designs are often impractical and unethical. In such

cases, modeling remain the only option to answer these questions.

The spread of pathogens in healthcare institutions is the result of processes that happen at different scales. A pathogen can be

transmitted (i) within a healthcare facility (HCF), through contact between patients, contact between patients and healthcare

workers or transfer of patients between wards; (ii) between HCFs through patient transfers and (iii) between a HCF and the

community.

The use of modeling to investigate HAI spread is relatively recent,48 and these previous studies were limited to describing

HAI spread at a single scale. However, ignoring the dependance of the three distinct scales in HAI spread limits the ability of

models to provide accurate and realistic insights into this phenomenon.

The purpose of the SPHINx project (Spread of Pathogens on Healthcare Institutions Networks) is to develop a unified simula

tion framework in which each scale will be taken into account. Three models (one for each scale) will be develop independently

by different research teams and then will be integrated together in a metamodel to investigate the intricated mechanics of

these distinct processes in HAI spread. The goal is to devise and evaluate innovative, realistic and costeffective multiscale

strategies to control HAI incidence.

2.2.2 Modeling pathogen spread between healthcare facilities

One task of the SPHINx project is to study the role of patient transfers between HCFs in the spread of HAI. Recent studies

have underlined the necessity to take into account the links between different institutional settings to plan efficient HAI control

strategies.48 However, most of them did not use observed data on HAI circulation.

The PMSI database (French acronym for “Programme de Médicalisation des Systèmes d’Information”) is the French national

database containing patients discharge data. In particular, it includes information on all patient transfers between hospitals,

and from hospitals to postacute care and rehabilitation centers. The national discharge data can be used to construct the

French healthcare institutions network and develop models of pathogen spread between these institutions.

2.3 Objective

The objective of this work was, first, to use the French national discharge database (PMSI) to construct the networks of

healthcare facilities in metropolitan France, over the years 20142016. Then, to develop a mathematical model that could

reproduce the dynamics of carbapenemresistant Enterobacteriaceae outbreaks across the 2015 network of HCF, which could

then be used to gain insights on the CRE epidemic in metropolitan France.
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3 Methods

3.1 Building the network

In order to study the spread of carbapenemresistant Enterobacteriaceae (CRE) across the network of healthcare facilities

(HCF), the first task was to construct the network. Formally, a network is composed of nodes which may or may not be

connected by edges (the study of networks is based on the mathematical field called graph theory). Depending on the

context, nodes can be people, locations or web pages, so their connectedness would be expressed by different aspects of

their relations. In our case, nodes are HCF and their connectedness is represented by the number of patients transferred

between them in a defined time interval (typically one year or one month). The greater the number of patients transferred

between two HCF, the stronger their connection. The “level of connectedness” can be quantified in many different ways, and

the choice of the most appropriate indicator is dependant on the context, and is often subject to debate (network analysis is

discussed in the next section). One important aspect of the network of HCF is that the edges are oriented: we know in which

direction the patients move between facilities. Thus, the network is said to be directed.

In terms of data structure, a common way of representing a network is with a simple n ∗ n matrix. The rows and columns

contain the nodes (which appear once in each), and each cell contains the information on whether or not the two nodes are

connected. The matrix of a network is called the adjacency matrix (two nodes connected by an edge are called adjacent).

For example, Table 1 is the adjacency matrix of a network of five HCF. By convention, the rows contain the facilities of origin,

and the columns contain the target facilities. Each cell contains the number of patients transferred.

Table 1: Adjacency matrix of a 5 nodes network. The rows contain the facilities of origin, and the columns contain the target

facilities. Each cell contains the number of patients transferred.

A B C D E

A 0 687 373 296 0

B 0 0 1294 263 598

C 602 0 0 0 0

D 0 0 718 0 0

E 339 0 86 35 0

Therefore, to build the network of French HCF we needed to obtain the number of patients transferred between each pair of

HCF. This information was retrieved using the French national hospital discharge database (PMSI). The PMSI contains all

discharge data from public and private HCF in France, but is actually comprised of four distinct databases:

1. hospitalization in medicine, surgery, obstetrics or odontology departments (MCO  Médecine, Chirurgie, Obstétrique,

Odontologie)

2. hospitalization in postacute care and rehabilitation facilities (SSR  Soins de suite et de réadaptation)

3. hospitalization in psychiatric departments (RIMP  Recueil d’information médicalisée en psychiatrie)

4. home care (HAD  Hospitalisation à domicile)
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We built the network of HCF using only the MCO and SSR databases. We did not use the HAD database as we are only

modeling the spread of pathogens across HCF.We also chose not to include the RIMP database because it would significantly

increase the difficulty of linking these databases as they all have different structures.

Among others, the MCO and SSR databases contain the following variables: unique patient and unique facility identifiers,

dates of admission and discharge, entry mode (domicile, mutation, or transfer) and exit mode (domicile, mutation, transfer, or

death) . We can therefore retrace patients’ movements and then compute the number of patients exchanged between each

pair of HCF (i.e. the adjacency matrix) with good reliability.

3.2 Analyzing the network

The next step after having built the network, is to explore its characteristics. The study of networks, particularly in biomedical

contexts, is a new and rapidly growing discipline. With the help of graph theory advancements, many tools are available  and

are continuously proposed  to explore networks. As networks can have different structures and properties, not all analysis

tools can be applied to all kind of networks. We discuss here the tools that are most widely used, and that are relevant to the

specific network of healthcare facilities (HCF).

3.2.1 Centrality of a node

One essential information about the network, is the importance of each node. Characterizing the importance of a node helps

understand to what extent it influences the spreading process. The question is how to quantify the importance of a node?

Many indicators have been devised, often called centralities (i.e. indicating how central a node is in the network). Some

popular centralities that are applicable to the network of HCF are: the degree, the closeness centrality, the betweenness

centrality, and the hub and authority scores.

3.2.1.1 Degree of a node

Two nodes u and v are adjacent if they are connected by an edge e. The edge e is said to be incident with the nodes u

and v. The degree of a node u is the number of edges incident with u. The degree is a simple measure that counts the

number of nodes to which u is directly connected (i.e. there is no intermediary node on the path). In the case of the network

of HCF, the degree of a node can be thought of in two manners. We can choose to consider that if a facility A has sent at least

one patient to a facility B, A and B are connected by an edge (in that case the edge will have a weight attribute equivalent to

the actual number of patients transferred). Or, we can choose to draw one edge for each patient transferred, thus allowing

multiple edges between A and B. Moreover, since the network is directed, we can actually define three degree measures for

a facility A:

• the indegree: the number of incoming incident edges (i.e. either the number of facilities from which A as received

patients or the total number of patients received by A)

• the outdegree: the number of outgoing incident edges (i.e. either the number of facilities to which A has transferred

patients or the total number of patients transferred by A)

• the total degree: the number of incident edges, outgoing or incoming, (i.e. the number of facilities to which A is

connected or the sum of received and transferred patients)
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For example, Figure 2 is the graph of the adjacency matrix 1, but with only one edge drawn if there is at least one patient

transferred. We can see that node A has a total degree of 5, an indegree of 2 and an outdegree of 3 ; node B has a total

degree of 4, an indegree of 1 and an outdegree of 3 ; etc. If we choose to draw one edge per patient transferred, A would

have a total degree of 2297, an indegree of 941 and an outdegree of 1356.

Figure 2: Graph of a 5 nodes network

3.2.1.2 Betweenness and closeness centralities

Bavelas,49 Shimbel,50 Shaw,51 and Marriott and Cohn52 had a common idea that a node is central if it has the potential to

control the communication processes between other nodes. If a path connecting two nodes i and j passes through the node

k, it is natural enough to say that k is between i and j. But the idea behind the betweenness centrality measures proposed

by Anthonisse53 and Freeman54 is that k can have different levels of betweenness based on its potential to control the com

munication between i and j. If the path through k is the only one from i to j, then k controls completely the communication.

If it is not the only one, but the shortest path (i.e. the path with the minimum number of edges), k would still have a high

betweenness because it has a strategic location.

Although closeness and betweenness centralities both aim at identifying the most central nodes, they are somewhat con

ceptually opposite. Where the betweenness is the extent to which a node can control communication between other nodes,

the closeness is the extent to which a node can “avoid the control potential of others” (Freeman).55 A node will have a high

closeness centrality if it can reach many other nodes without “intermediaries” or “relayers”: it is close to many other nodes.

On the other hand, a node is considered isolated if it depends on other nodes to transmit the information.

The betweenness and closeness centrality scores of the HCF network’s nodes were computed using the R package

igraph.56 For more details on how these scores are computed, see Freeman55 and Brandes.57

3.2.1.3 Hub and authority scores

Hub and authority scores are other popular centrality measures. They were first developed as ranking measures of webpages.

Hubs are nodes that tends to have many outgoing connections, whereas authorities are nodes that tends to have many

incoming connections. For a precise definition of these scores, see the seminal paper by Jon Kleinberg.58 Theywere computed

using the R package igraph.56
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3.2.2 Communities (clusters)

To further explore a network, and understand how its nodes interact with each other, it is often interesting to look for commu

nities. Essentially, a community is a subset of nodes that tends to have more interactions with each other, than with nodes of

other communities. The question of finding communities in a network is fundamentally a question of identifying subnetworks

within the network (also called subgraphs). Many methods and algorithms have been devised, which can define communities

in different ways. We identified clusters in the healthcare facilities networks using two popular algorithms: the Greedy algo

rithm and the Map equation algorithm. For more details on these algorithms, see Clauset et al.59 and Rosvall et al.60,61 These

clustering algorithms were applied using the R package igraph.56

3.3 Developing the model

3.3.1 Definitions and main considerations

The goal was to develop a complete model that could reproduce the spreading dynamics of Carbapenemresistant Enterobac

teriaceae (CRE) across healthcare institutions over time. The model should be able, from a defined initial state, to reproduce

the observed number of CRE episodes reported by Public Health France (SPF). SPF defines CRE episodes as follows:

• a CRE episode is defined as one or multiple cases of CRE colonizations or infections linked by an epidemiological

chain of transmission.

• a case of CRE infection is defined as a patient who developed a clinical infection (as defined by the clinical guidelines)

caused by a CRE.

• a case of CRE colonization is defined as a patient detected for carrying a CRE, but with no clinical infection.

• for each episode, it is recorded whether the presumed index case has traveled, and/or been hospitalized in a foreign

country in the past twelve months. If so, the episode is categorized as imported.

The most important fact to consider when developing this model, is that the episodes reported by SPF, are the episodes that

were observed, that is, episodes that were actually detected. We must take into account the possibility that a certain number

of episodes are not detected. However, we can assume that all CRE infection cases are detected. It is reasonable to expect

that if a patient is infected by a CRE, it will lead to a clinical investigation, and the detection of the case. Thus, we assume that

only episodes with no infected patients can escape detection. Because they are not detected, such episodes are likely to play

an important role in the spreading dynamics. These considerations must be implemented in the model for it to replicate the

proper dynamic. Consequently, the model will not only produce the number of episodes reported by SPF, but also a number

of undetected episodes. Table 2 summarizes the main outputs of the model.

Table 2: Main outputs of the model.

Output Details

infected detected number of episodes that included at least one infected case, and were therefore detected.

colonized detected number of episodes that included no infected cases (only colonized cases), but that were still detected

colonized undetected number of episodes that included no infected cases (only colonized cases), and that remained undetected

9



3.3.2 Fitting the model

The model was fitted using two of the three outputs presented in the previous section and in table 2: infected detected and

colonized detected. Each of these two outputs was actually splited into two values, depending on whether the episode is

imported or not. In the end, the model was fitted on four time series:

• episodes infected imported (Ii): the number of episodes that included at least one infected case, and were therefore

detected, for which the index case was an imported case.

• episodes infected not imported (Ini): the number of episodes that included at least one infected case, and were

therefore detected, for which the index case was not an imported case.

• episodes colonized detected imported (Cdi): the number of episodes that included no infected cases (only colonized

cases), that were detected, and for which the index case was an imported case.

• episodes colonized detected not imported (Cdni): the number of episodes that included no infected cases (only

colonized cases), that were detected, and for which the index case was not an imported case.

The model was fitted using data obtained from SPF. We used 2015 data since complete data on 2016 and 2017 was not

available at the time of the study. Figure 3 shows the four values for 2015. A total of 984 episodes were observed, 191 of

which included at least one infected case (19.4%). Of the episodes with at least one infected case, 33.5% were imported,

against 42.2% for episodes with only colonized cases. As shown in figure 3, we assumed that the number of episodes with

infected cases is close to the true number of episodes (reality), whereas for episodes with only colonized cases we assumed

that the true number of episodes was unknown. The model was fitted to obtain a number of episodes (episodes with infected

cases or detected episodes with only colonized cases) in a 10% range around the reported data (± 5%).

Figure 3: Repartition of the number of episodes and the relationships between what is observed, the reality and what is

modeled.
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3.3.3 Implementation of the model

The main input of the model is the transfer matrix (adjacency matrix) of the 2015 network of healthcare facilities (HCF), that

is the number of patients transferred between each pair of HCF in 2015. The base unit of the model is the HCF. An episode

is limited to the scope of one HCF: one episode occurs in one HCF. An episode occurs in a HCF if a colonized or infected

patient is admitted in the HCF. The patient can either come from the community, or from another HCF by transfer (figure 4,

“contact”). Another main assumption we made, is that if a colonized or infected patient comes from the community, it is an

imported case (the index case has traveled, and/or been hospitalized in a foreign country in the past twelve month). It means

that we are not considering the possibility for a case to be discharged from the HCF, and then being admitted to another HCF

later on, still colonized, thus creating a new episode.

Once a colonized or infected patient is admitted in a HCF, it can spread the pathogen to other patients (figure 4, “within

hospital dissemination”). Then, patients can either be discharged back to the community, or be transferred to another facility.

We assume that once patients are detected (either infected or colonized), they no longer play a role in the spreading dynamic

since they are identified and control measures are applied. It means that, even if detected patients are transferred, they

will not create a new episode in the target HCF. Thus, the spreading dynamic between HCF is mainly driven by undetected

patients (who can only be colonized patients, since infected ones are always detected).

The model is almost entirely stochastic. It means that almost all events that occur are the results of random draws from

a particular probability distribution. The time unit of the model is the day. Each day is modeled by a round of multiple

computations that successively produce or terminate episodes in HCF. For computational purposes, we made implementation

choices that must be specified. Several attributes are drawn a priori, that is at the time of arrival of the index case in the HCF

(figure 4, “outbreak definition”):

• first, the episode size: we defined the episode size as the number of cases detected during the investigation that

followed the detection of the first case. It is drawn from a distribution derived from the observed episodes’ sizes in

2015.

• second, the presence of an infected patient: from the episode size drawn previously, we draw the number of patients

that will be infected, ranging from zero to the episode size (all cases of the episode are infected). It is implemented as

a binomial draw, where the parameter is pinf , the probability of a patient developing an infection.

• third, whether the episode will be detected or not: implemented as a binomial draw of size one (one if the episode will

be detected, zero otherwise). The parameter is the probability of detecting the episode, pdet, which is one if at least an

infected case as been drawn, and which will be estimated otherwise (probability of detecting an episode without any

infected cases).

These three values can be viewed as constituting the final state of an episode. Then, with each round (i.e. each day) the

state of the HCF will be updated until the final state is reached. Each round, new colonized cases are generated (patients

can become colonized), but are still undetected. At the same time, colonized cases that were previously generated can be

“removed”, either due to a natural spontaneous decolonization, or simply by leaving the hospital by transfer. If infected cases

must occur (initial draw), they are generated once all colonized patients have been generated. Therefore, the time between

the arrival of the index case and the completion of the final state is dependent on the competition between the two stochastic

processes of generation and removal (figure 4, “within hospital dissemination”). The number of colonized cases generated
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each round is drawn from a Poisson distribution, with a rate estimated from Cuzon et al.62 The cases removed by spontaneous

decolonization are drawn from a binomial distribution, with a probability α estimated from Davido et al.63

The number of colonized patients transferred each round is computed using the transfer matrix. The matrix is first transformed

so that each cell no longer represents the annual absolute number of patients transferred between the two HCF, but the

probability of any patient of the origin HCF being transferred to the target HCF on any given day (which is equivalent to the

daily proportion of transfers from the origin HCF that occur towards the target HCF). It means that each pair of HCF of the

network is attributed a specific probability. Then, this matrix of probabilities is multiplied by the main spreading parameter β,

which will be estimated when fitting the model. Finally, a binomial draw is performed between each HCF that has undetected

colonized patients, and each of their potential target HCF, where the size is the number of colonized patients present, and

the probability is the corresponding cell in the matrix of probabilities. Thus, another matrix is created, where each cell is the

number of colonized patients that are transferred from the origin HCF to the target HCF.

Once the final state is reached, one of two scenarios occurs depending on whether the episode is detected or not. If it is not

detected, nothing happens, and cases stay in the HCF and can be transferred as before, can be spontaneously decolonized, or

can be discharged (Poisson distribution with a rate drawn from the mean length of stay of patients). If the episode is detected,

then an investigation starts, and cases are progressively detected. Based on experts opinions, we assumed a detection rate of

0.5, meaning all cases are detected in two days on average. Even if there is an investigation occuring, we allow the possibility

for cases to be discharged before they are detected. Once all cases have been “removed”, that is detected by investigation,

or having left the HCF, the episode is over and the HCF returns to a null state (Figure 4, “investigation”).

Figure 4: Representation of the model flow.
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These implementations choices present two main advantages. First, it is more efficient from a computational perspective,

since it reduces the number of random draws. Second, it creates the underlying dynamic of undetected cases. Indeed, the

cases actually detected during the episodes reported by SPF, although thoroughly investigated, might not represent all the

cases that were really “generated” in the HCF. And, the presumed index case might not be the true index case. Here, besides

the number of cases observed once an episode is detected, we model the total number of cases that were generated from

the true index case.

Table 3 summarizes the main assumptions of the model. Table 4 lists the parameters used (estimated and fitted) in the model.

The model implementation can be summarized as follows:

1. a HCF receives a colonized or infected patient (index case), either from the community or from another HCF. The

probability of a case arriving by transfer is related to the transfer matrix and the parameter β. The probability of case

arriving from the community is related to the rate of admissions of the HCF (national data) and a parameter βi. Those

parameters will be estimated when fitting the model.

2. a scenario is drawn a priori: the episode’s size (negative binomial), the number of infected cases (binomial, parameter

pinf ), and whether the episode will be detected (binomial, parameter pdet). This is the final state of the episode.

3. the HCF’s status is updated each round. New colonized patients can be generated (Poisson). Previously colonized

patients can be removed by spontaneous decolonization (binomial), or by transfer (transfer matrix and β).

4. check if the final state is reached:

• if the final state is not reached, proceed to the next round.

• if the final state is reached, check if the episode is detected:

– if it is detected, an investigation starts, and cases are progressively removed (binomial), or are discharged before

the investigation detected them (Poisson).

– if it is not detected, cases can leave the HCF by discharge (Poisson), or by transfer, or they can be removed by

spontaneous decolonization (binomial, parameter α).

5. if all cases have left the HCF, the episodes terminates, and the HCF returns to a null state.

Table 3: Main assumptions of the model

Assumptions

1. Some episodes might not be detected

2. All episodes with at least one infected case are detected

3. Episodes not imported originate only from transfers

4. Once patients are detected, they can no longer spread the pathogen
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Table 4: Parameters of the model, their role, and their source

Parameter Role Source

β transfer of cases fitted

βi admission of cases from community fitted

pinf number of infected cases in an episode fitted

pdet whether the episode is detected or not fitted

transfer matrix transfer of cases PMSI1 database

size episode’s size SPF2 data

λ generation of new cases during an episode Cuzon et al. (2011)

α spontaneous decolonization Davido et al. (2018)

detection rate speed at which cases are detected experts opinions

mean length of stay discharge of cases PMSI1 database
1 PMSI: programme de médicalisation des systèmes d’information.
2 SPF: santé publique France (public health France).

3.4 Simulations

To limit the random fluctuations that occur due to the high degree of stochasticity of the model, it was initialized each time at

the same state. That is, the same facilities were initially attributed one colonized patient. To limit bias, these facilities were

the one where an episode was recorded in the course of December of the previous year. Then the model was run over two

years. Only the second year of each run is used to compute the results that are presented. The first year of a run is used as a

“burning period”, which limits the bias of initialization. For each run, we computed the total number of episodes that occured,

the number of them that included infected patients, the number of them that included only colonized patients, and if they

were detected or not. We also computed the number of cases per episode (infected and colonized), the proportion of cases

that were actually identified when the episode was detected, and the duration of the episodes. We then analysed epidemic

chains, defined as episodes in several facilities linked by the transfer of colonized patients. We computed the number of chains

that occured, the length of the chains (defined as the number of transfers that occured within the chain), and the number of

facilities involved in the chain. The model is currently implemented using the R language for statistical computing, version

3.6.0 “Planting of a Tree”.64

4 Results

4.1 Networks’ characteristics

4.1.1 Structure

The characteristics of the healthcare facilities (HCF) networks of metropolitan France are stable over the three years studied

(2014, 2015, 2016). The networks were comprised of 2433, 2426, and 2427 MCO/SSR facilities, for a total of 1,233,309;

1,263,844; and 1,285,991 patients transfers recorded in 2014, 2015, and 2016, respectively (Table 5). The median edge

weight (number of patients transfered between two connected hospitals) was equal for the three years. In both 2014 and

2015, the maximum number of transfers recorded between two hospitals was between university hospitals Charles Nicolle
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and BoisGuillaume in Rouen, Normandie (6,822 and 5,825, respectively). In 2016, it was between university hospitals

Salengro and Claude Huriez in Lille, Nord (5333). The hospitals having received the most patients from transfers were

university hospital Claude Huriez of Lille in 2014 and 2016 (6,443 and 6,764 patients recieved, respectively) and university

hospital Arnaud de Villeneuve of Montpellier, Hérault in 2015 (6,678). The hospital having sent the most patients was the

same the three years: university hospital Salengro of Lille, with 15,904 patients sent in 2014, 16,551 in 2015, and 17,041 in

2016. In terms of connectedness, the median total degree of an hospital (i.e. the number of distinct hospitals to/from which it

has sent or received at least five patients) was 15 the three years. The most connected hospital was the university hospital

PitiéSalpêtrière of the Assistance Publique  Hôpitaux de Paris (APHP), Paris, in 2014, 2015, and 2016, having exchanged

patients with 431, 427, and 454 different healthcare facilities, respectively. The three years, hospital Necker enfants malades

of APHP, Paris, was the hospital with both the highest betweenness and closeness measures. We ranked all facilities for

each of the computed centrality measures. We saw that the ranking of a facility can vary greatly depending on the measure

we consider (Appendix A).

Table 5: Main characteristics of the 2014, 2015, and 2016 MCO/SSR hospitals networks.

Characteristics 2014 2015 2016

Facilities 2433 2426 2427

Transfers 1233309 1263844 1285991

Structure (minmax)
Median edge weight1 20 (56822) 20 (55825) 20 (55333)

Median total degree2 15 (1431) 15 (1427) 15 (1454)

Median indegree2 8 (0201) 8 (0208) 8 (0213)

Median outdegree2 6 (0230) 6 (0219) 6 (0241)

Communities by Greedy algorithm
Number of clusters 23 24 24

Median cluster size (minmax) 88 (34342) 88 (18344) 92 (19346)

Communities by Map Equation algorithm
Number of clusters 115 118 118

Median cluster size (minmax) 15 (1188) 14 (1155) 14 (2139)

1 Number of patients transfered between two connected hospitals
2 Number of distinct hospitals from/to which one hospital has received (’in’) or

transfered (’out’) patients, or both (’total’)

The distributions of all centrality measrues are highly skewed. Figure 5 shows the distribution of the total degree of healthcare

facilities in the 2015 network. 75% of HCF had a total degree of 28 or less (i.e. they were connected to 28 other facilities

or less), and 95% were connected to 77 other facilities or less. 121 HCF had a total degree between 78 and 287, and one

hospital had the highest degree of 427. These few highly connected HCF can be referred to as “hubs” or “authorities”. The

ditributions for the other years were similar, with the 75th and 95th quantiles respectively at 29 and 77 degrees in 2014,

and 28 and 78 degrees in 2016 (Appendix B). Regarding patients transfers, the distributions are also highly skewed, but are

somewhat different for the number of patients sent and the number of patients received. In 2015 (Figure 6), the 95th quantiles

for patients received and sent were 1,510 and 2,346, respectively. 126 HCF (5%) recieved more than 1,500 patients but 222

HCF (9%) sent more than 1,500 patients. The maximum number of patients received by a HCF was 6,678, while 13 HCF

sent over 6,678 patients, the maximum being 16,551. The distributions for the other years are similar (Appendix B).
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Figure 5: Distribution of the total degree of healthcare facilities in the 2015 network.
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16



4.1.2 Communities

We identified community structures in the HCF networks using two clustering algorithms: the Greedy and Map Equation

algorithms. The Greedy algorithm systematically identified less (and therefore larger) clusters of HCF (Table 5). In 2014,

Greedy identified 23 clusters, while Map Equation identified 116 of them. In 2015 and 2016, the number of clusters identified

were 24 for Greedy and 118 for Map Equation. The median cluster size was consequently greater for Greedy than for Map

equation (respectively 88 vs. 15 in 2014 and 2015, and 92 vs. 14 in 2016). The larger cluster was the Parisian one with

both algorithms, the three years, with 342 (2014), 344 (2015), and 346 (2016) HCF with Greedy, and 139 (2014), 153 (2015),

and 139 (2016) HCF with Map Equation. Hub and authority scores were computed for each HCF, by cluster. Table 6 shows

the list of clusters identified by the Greedy algorithm on the 2015 network, with the main city of the cluster, the cluster’s size

and the HCF which had the greatest hub and authority scores of the cluster. The data for the other years is in Appendix

C. All healthcare facilities in the networks were geocoded and mapped dynamically, which allowed to explore geographical

characteristics of the networks. Figure 7 displays the geographic repartition of the clusters of HCF identified by the Greedy

and the Map equation algorithms in the 2015 network. Each cluster is represented by a different color and delimited by a

polygon. Although the algorithms identify the clusters using solely the transfer matrices, and no geographic data, we see that

transfer clusters are also geographic clusters. We also see that the clusters identified by the Greedy algorithm correspond

approximatively to the former regions of metropolitan France.

Figure 7: Geographic repartition of the clusters of healthcare facilities identified by the Greedy (left) and Map equation (right)

algorithms in the 2015 network. Each cluster is represented by a different color and delimited by a polygon.
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Table 6: List of clusters identified by the Greedy algorithm in the 2015 network, with the main city of the cluster, the cluster’s

size, and the HCF which had the greatest hub and authority scores of the cluster

Main city Cluster size Hub Authority

ParisCréteil 344 GPE HOSP HENRI MONDORALBERT CHENEVIER CHARLESFOIX  JEANROSTAND GHU EST

Lyon 200 HOPITAL EDOUARD HERRIOT HOPITAL CARDIOVASCULAIRE ET PNEUMOLOG

Marseille 170 HOPITAL LA TIMONE ADULTES HOPITAL DE LA CONCEPTION

Bordeaux 153 CHU PELLEGRIN HOPITAL DE HAUT LEVEQUE

Toulouse 132 HOPITAL DE PURPAN CHU TOULOUSE HOPITAL DE RANGUEIL CHU TOULOUSE

Lille 130 HOP SALENGRO  HOPITAL B CHR LILLE HOP CLAUDE HURIEZ CHR LILLE

Angers 125 CHU D’ ANGERS :SITE LARREY CHU D’ ANGERS:CENTRE DE SSR

Montpellier 123 HOPITAL LAPEYRONIE CHU MONTPELLIER HOPITAL ARNAUD DE VILLENEUVE CHU MPT

Amiens 119 HOPITAL SUD CHU AMIENS HOPITAL NORD CHU AMIENS

Nancy 90 HOPITAL CENTRAL CHU NANCY HOPITAUX DE BRABOIS CHU NANCY

Tours 90 C.H.R.U. TROUSSEAU C.H.R.U. BRETONNEAU

Rennes 88 C.H.R. PONTCHAILLOURENNES POLE GERIATRIQUE RENNAIS

Strasbourg 87 CHU STRASBOURG / HOP HAUTEPIERRE CHU DE STRASBOURG /NOUVEL HOPITAL CIVIL

Dijon 81 HÔPITAL LE BOCAGE CHU DIJON MÉDECINE À CHAMPMAILLOT CHU DIJON

Nantes 69 C.H.U. NANTES HÔTELDIEU ET HME CHU DE NANTES HOPITAL G. R. LAENNEC

Nice 67 HOPITAL SAINT ROCH DU CHU DE NICE HOPITAL PASTEUR DU CHU DE NICE

Rouen 66 HOPITAL CHARLES NICOLLE CHU ROUEN HOPITAL DE BOISGUILLAUME CHU ROUEN

Grenoble 62 HOPITAL NORD (GRENOBLE) HOPITAL SUD

La Rochelle 57 GROUPE HOSP. LA ROCHELLEREAUNIS C.H. ST HONORE  STMARTINDERE

ClermontFerrand 47 CHU G. MONTPIED CHU ESTAING

VesoulBesançon 38 CH VESOUL CHU JEAN MINJOZ

Limoges 37 C H U DUPUYTREN LIMOGES HOPITAL JEAN REBEYROL LIMOGES

Brest 33 CHRU HOPITAL CAVALE BLANCHE CENTRE DE CURE MED.& CONVALESC.

Corse 18 CH ND LA MISERICORDE C.R.F. ET MAISON DE REPOS DU FINOSELLO

To further explore the clustering characteristics of the networks, we grouped the transfer matrices by cluster identified by the

Greedy algorithm. It allowed us to compute the number of transfers recorded between facilities of a same cluster (transfers

within clusters), and betweenn facilities of different clusters (transfers outside clusters). Table 7 shows, for each cluster

identified by Greedy in the 2015 network, the number of transfers recorded within the cluster, and outside the cluster. Thus,

the level of clustering can be simply computed as the proportion of all the transfers recorded by HCF of the cluster that were

within the cluster. The levels of clustering were high for all clusters, for the three years. In 2014, it ranged from 91.6% (Angers)

to 99.2% (Lille), in 2015 from 90.1% (Corse) to 99.2% (Lille), and in 2016 from 89.9% (Corse) to 99.0% (Lille). To explore the

relations between them, the clusters can be thought of as forming their own network, where each node represents a cluster,

and each edge that connects two nodes corresponds to patient transfers between HCF of the two clusters. Figure 8 is a graph

visualization of such a network for the year 2015. The node’s diameter is proportional to the cluster’s size, and the edge’s

width is proportional to the number of patients transfered. The nodes’ positions are determined dynamically by an algorithm,

and are based on their connectedness: the more two nodes are connected, the closer they are. An interactive version of this

graph, and additional data, can be found in the online version of this report.
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Table 7: For each cluster identified by the Greedy algorithm, the number of transfers recorded within the cluster, outside the

cluster, and the proportion of all the transfers recorded by HCF of the cluster that were within the cluster (2015).

Transfers within cluster Transfers outside cluster

Cluster Size n (%) n (%)

Lille 130 83021 (99.2) 705 (0.8)

Strasbourg 87 42248 (98.1) 827 (1.9)

Marseille 170 84551 (97.7) 2014 (2.3)

Bordeaux 153 71551 (97.6) 1754 (2.4)

Toulouse 132 65389 (97.3) 1836 (2.7)

Nice 67 35446 (97.2) 1027 (2.8)

Montpellier 123 62349 (97.1) 1859 (2.9)

ParisCréteil 344 209202 (97) 6384 (3)

Nancy 90 44741 (96.4) 1668 (3.6)

Lyon 200 96289 (96.1) 3909 (3.9)

Brest 33 18343 (96) 755 (4)

Nantes 69 32880 (95.9) 1400 (4.1)

ClermontFerrand 47 22703 (95.5) 1066 (4.5)

Rennes 88 41160 (95.5) 1960 (4.5)

Rouen 66 33681 (95.5) 1583 (4.5)

Angers 125 56037 (95) 2954 (5)

Tours 90 44285 (93.6) 3043 (6.4)

VesoulBesançon 38 16238 (92.7) 1270 (7.3)

Amiens 119 48797 (92.6) 3886 (7.4)

Grenoble 62 30348 (92.5) 2462 (7.5)

Limoges 37 15491 (92.4) 1279 (7.6)

La Rochelle 57 23283 (91.7) 2097 (8.3)

Dijon 81 31725 (90.2) 3441 (9.8)

Corse 18 4422 (90.1) 485 (9.9)

4.2 Model simulations

It was not possible to find a unique solution (unique set of parameter) that could fit the data. In fact, we have explored the

parameters space to find limits, thus estimating a range of plausible values. This range of plausible values for the parameters

has been split into 13 sets (Table 8). The estimation of the parameter pdet (overall probability of detecting an episode if it

includes no infected cases) ranged from 40% to 100%. The estimation of the parameter pinf (probability of an infection

occuring in a colonized patient) ranged from 3.5% to 8.5%. There was an almost perfect positive correlation between the two

parameters (Pearson’s correlation coefficient: 0.99). Table 9 shows the results of the simulations, for one year. One hundred

runs of the model were performed for each of the thirteen sets of parameters. The mean number of episodes with at least

one infected case ranged from 178 to 201 (observed value from surveillance data: 191 [6.8%; +5.2%]). The mean number of

detected episodes with only colonized patients ranged from 755 to 836 (observed value: 793 [4.8%; +5.4%]). Depending on

the level of detection (i.e. pdet), the mean number of undetected episodes ranged from 0 (100% detection level) up to 1,209

(40% detection level).
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Figure 8: Graph of the 2015 network of clusters. Each node represents a cluster and each edge represents a connection

between the two clusters (patients transfered). The node’s diameter is proportional to the cluster’s size, and the edge’s width

is proportional to the number of patients transfered.
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The mean number of cases per episode was between 5.7 and 8.2. When an episode was detected, the proportion of all the

cases generated during the episode that were actually identified by the investigation was, on average, between 75.4% and

76.7%. The median duration of an episode was 8 or 9 days when the episode was detected, whereas it ranged from 18 to

62.5 days when the episode was not detected. The mean number of epidemic chains (episodes in multiple facilities linked by

the transfer of colonized patients) was estimated to be between 89 and 258. On average, the length of the chain (number of

transfers) was between 4.3 and 4.9, and the number of facilities involved ranged from 3.7 to 3.9.

We performed another set of simulations to explore the potential impact of raising the level of detection. We explored the

scenario where the current level of detection is at 0.40 (parameter set M). We performed multiple sets of simulations (one

hundred runs each time), fixing the parameters on parameter set M, and then raising progressively the level of detection from

0.4 to 1, by 0.05 increments. The total number of episodes estimated by the model in the scenario of a 0.40 detection level

(parameter set M) was 2,207. When the level of detection was raised to 1 (100% detection), the total number of episodes

estimated was 1,751 (complete data in Appendix D).

Table 8: List of the thirteen sets of parameters that can fit the model to the observed data

Set pdet pinf βi β

A 1.00 0.085 0.40 0.0350

B 0.95 0.083 0.43 0.0350

C 0.90 0.080 0.45 0.0350

D 0.85 0.074 0.48 0.0325

E 0.80 0.069 0.50 0.0325

F 0.75 0.065 0.53 0.0325

G 0.70 0.062 0.55 0.0315

H 0.65 0.058 0.60 0.0300

I 0.60 0.053 0.65 0.0300

J 0.55 0.049 0.70 0.0280

K 0.50 0.045 0.80 0.0280

L 0.45 0.040 0.85 0.0270

M 0.40 0.035 0.99 0.0270
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5 Discussion

This works sets a precedent in France by studying the spread of carbapenemresistant Enterobacteriaceae outbreaks on

the national network of healthcare facilities. We developed a stochastic, susceptiblecolonizedinfected spreading model,

fitted on the 2015 national surveillance data. To our knowledge, this model is the first to study spread of pathogens in HCF

on such a large scale. With 2,433 facilities, and up to 1,285,991 transfers recorded each year, it constitutes, to this day,

the largest network used to model pathogen spread across healthcare facilities. In 2010, Donker et al.65 reconstituted the

Dutch healthcare network to study if different referral patterns between hospitals can influence rates of hospitalacquired

infections like methicillinresistant Staphylococcus aureus (MRSA). However, this network included only 98 facilities. In 2012,

Donker et al.66 studied the dispersal of hospitalacquired pathogens due to patient transfer on the United KingdomNational

Health Services network, which included only 146 facilities. Lee et al.67,68 modeled the spread of MRSA and CRE outbreaks

throughout Orange County, California, USA, which represents 32 hospitals.

After having tried different approaches and methods, we came to the conclusion that is was not possible to find a unique

solution of parameters that could fit the data. This can be explained by the fact that we are lacking data for several of the

main parameters. We do not know the true proportion of undetected episodes (by definition), and data on the risk of infection

is scarce, and likely to be biased. Since both these parameters affect the spreading dynamics, a unique solution could have

been found only by knowing, or hypothesizing one of them. Instead, we estimated a range of possible values.

We estimated that the risk of a patient developing a clinical infection once colonized by a CRE, in a healthcare setting, is

between 3.5% and 8.5%. Previous work estimated this risk between 10% (Tamma et al.)69 and 16.5% (Tischendorf et al.).70

These differences are mainly due to the fact these previous estimations are solely based on episodes that were actually

detected. If we assume that not all episodes are detected, the risk of infection is overestimated, since undetected episodes

are more likely to not include any infected patient but only colonized ones. By modeling undetected episodes, we are able to

propose a slightly less biased estimation of the risk of infection. The uncertainty in the estimation of this risk resides mainly in

its dependence towards the level of detection, as those two parameters are positively correlated. We estimated that the overall

probability of detecting an episode, if it includes no infected cases, can be no less than 40%. In this worst case scenario,

the estimated number of undetected episodes was 1,209, that is 54.8% of all episodes (2.207). Assuming a baseline level of

detection of 40%, we estimated that raising the level of detection up to 100% would only reduce the total number of episodes

to 1,751 (20.7% reduction). This confirms, as it could have been expected, that the time before detection is more critical in

the spreading dynamics than the level of detection itself. Moreover, the model showed that an important number of epidemic

chains occur during outbreaks. The estimated number of epidemic chains occuring in one year ranged from 89 to 258. This

suggests that the transfer of patients between HCF could play a critical role in the dynamics of CRE outbreaks.

However this work has several limitations. Some of them are inherent to the concept of modeling. Models, even though

thoroughly designed, are always simplifications of realworld processes. Although many factors have been considered and

implemented in this model, it cannot reproduce exactly the real spreading dynamics, and onemust be careful when interpreting

its results. Several important assumptions had to be made, either for simplification purposes, or for lack of better alternatives;

and they must be addressed. The first main assumption is that if an episode includes an infected patient, it will always be

detected. This assumption is needed in order to calibrate the model. If we assumed that the level of detection of episodes with

infected cases was less than 100%, we would have to fit this level as another parameter, which would make the calibration

significantly more difficult, if not impossible. We believe that this assumption is reasonable, as a patient with an infection

would undergo several examinations to identify the causing agent, and even more so since CRE infections are often severe.12

Second, we assumed that once a case is detected, it can no longer spread the pathogen, that is, it no longer participates in
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the generation of new cases, both within and outside the HCF. Even though this might not be the case in reality, as control

measures might be insufficient, or not applied with due diligence, this assumption was needed. Indeed, if we were to assume

that cases, once detected, can still participate in the spreading dynamics, we would need to estimate to what extent, and

this is likely to vary greatly depending on the healthcare facility. Third, we made the simplification that episodes originating

from the community are always imported (the index case has traveled and/or been hospitalized in a foreign country in the

past twelve month). This is linked to the fact that we are considering only direct transfers between HCF, and we are not,

yet, considering the possibility for a case to be discharged from the HCF, and then being admitted to another HCF later on,

still colonized, thus creating a new episode. Another limitation of the model is that we are estimating a global detection level

(single pdet) for both imported and nonimported episodes. Although the estimated overall number of episodes detected was

in an acceptable range (6.8%; +5.4%), the number of imported episodes with infected cases estimated by the model was

always slightly superior to the actual data, while the number of imported episodes with only colonized cases (detected) was

slightly inferior to the actual data. This suggests that (while it 100% for episodes with infected cases), the level of detection

must be different for imported and nonimported episodes when there are only colonized cases. It is likely that the level of

detection of an episode with no infected cases is higher if the episode is imported, since the guidelines recommend systematic

screening of patients having traveled and/or been hospitalized in a foreign country in the past twelve month.47 Finally, one

critical feature of the model that drives its dynamics, is the rate at which new cases are generated within the HCF (“within

hospital dissemination”), as it impacts directly the time before detection. This parameter was estimated from Cuzon et al.62

and Tamma et al.,69 but data on the matter is scarce, and further research is needed to better understand this phenomenon.

Despite these limitations, this work has many strengths. While being reasonably parsimonious, the model takes into account

many factors. Especially, its ability to model pathogen propagation at different levels. Besides modeling intrahospital propa

gation, it uses the national network of healthcare facilities to explore the role of patient transfers on CRE outbreaks. Although

at a preliminary stage of its development, this model provides precious insights on the characteristics of such outbreaks. It

confirms that cooperation between institutions is crucial, and, with further research, this tool could permit to devise new control

strategies, at different scales, and test their potential impact and feasibility. By performing more numerous simulations, we

could study patterns in outbreaks and epidemic chains, and identify sensitive facilities in the network, which we could target

for specific interventions. It could help decision makers and stakeholders in the management of the CRE epidemic in France,

at local, regional, or national levels. To this end, an interactive web application is currently being developed. It serves as an

interactive visualization tool of the model. It would allow us to visualize and explore the network of healthcare facilities, to

select parameters to perform, and visualize in real time, various simulations of CRE outbreaks, thus allowing to test different

potential control measures and assess their impact. Finally, the scale at which the model operates is major asset. As the prob

lem of antimicrobial resistance is growing worldwide, tools to model outbreaks across healthcare networks are increasingly

popular. Our ability to reconstruct large networks of hospitals, with good computational efficiency, will drive Europeanlevel

cooperations.

Although already useful, there are perspectives to further develop the model. The first one would be to have a more sophisti

cated “withinhospital dissemination” model. Such models are currently being developed by other teams in the SPHINx study,

and those models could be merged in the near future to create a metamodel. Another perspective of amelioration would

be to take into account not only direct transfers, but also patients that are discharged to the community, who can then be

readmitted later on. However, doing so would imply the need to estimate the probability of a case still being colonized when

readmitted (as done by Donker et al.).65 A third possibility for improvement would be to incorporate trends. This could mean

performing simulations over multiple years. Finally, another possible amelioration would be regarding the implementation of

the detection processes, for example by allowing different levels of detection in different scenarios.
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6 Conclusion

We constructed the network of healthcare facilities of metropolitan France over the years 20142016. The network was stable

in its main characteristics and showed a high level of clustering. We then developed a stochastic, hospitalbased, susceptible

colonizedinfected model to reproduce the dynamics of carbapenemresistant Enterobacteriaceae outbreaks across the 2015

network of HCF. Using this model, we estimated that the risk of patient colonized with CRE becoming infected, in a healthcare

setting, was between 3.5% and 8.5%. We estimated that the current level of detection could be as low as 40%, which implies

that the number of undetected episodes might be as high as 1,209. Assuming a baseline level of detection of 40%, we

estimated that raising the level of detection up to 100% would only reduce the total number of episodes from 2,207 to 1,751

(20.7% reduction). The model showed that an important number of epidemic chains occur during outbreaks, suggesting that

the transfer of patients between HCF could play a critical role in the dynamics of CRE outbreaks. To our knowledge, this

model is the first to study spread of pathogens in HCF on such a large scale. It could be a valuable tool for further research,

and for helping stakeholders in the management of the increasingly important issue of antimicrobial resistance.
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8 Appendices

8.1 Appendix A

Table 10: Fifty hospitals with the greatest total degree in 2015, and their respective ranking in others centrality measures
Facility Total degree Betweenness Closeness Patients received Patients sent

GROUPE HOSP. PITIESALPETRIERE (APHP) 1 4 2 10 7

GPE HOSP COCHINSAINT VINCENT DE PAUL 2 86 82 44 26

GPE HOSP BROUSSAISHEGP 3 15 18 51 25

G.I.H. BICHAT / CLAUDE BERNARD (APHP) 4 56 54 49 21

HOPITAL BICETRE (APHP) 5 9 6 42 31

HOPITAL LA TIMONE ADULTES 6 8 373 13 4

GPE HOSP HENRI MONDORALBERT CHENEVIER 7 41 32 41 22

GPE HOSP LARIBOISIEREFERNAND WIDAL 8 129 39 94 34

HOPITAL DE PURPAN CHU TOULOUSE 9 34 742 21 8

HOPITAL SAINTANTOINE (APHP) 10 110 34 65 35

HOPITAL NECKER ENFANTS MALADES (APHP) 11 1 1 56 154

CHU PELLEGRIN 12 5 20 5 11

HOPITAL NORD (MARSEILLE) 13 79 1237 33 32

HOPITAL DE RANGUEIL CHU TOULOUSE 14 38 449 15 16

HOPITAL TENON (APHP) 15 46 13 112 74

HOPITAL SAINTLOUIS (APHP) 16 63 72 93 128

HOPITAL FOCH 17 22 87 79 45

HOPITAL BEAUJON (APHP) 18 45 21 177 75

HOPITAL EDOUARD HERRIOT 19 28 120 35 12

HOPITAL DE LA CROIXROUSSE 20 32 215 32 37

INSTITUT MUTUALISTE MONTSOURIS 21 343 145 114 104

CH LYON SUD 22 53 123 40 33

HOP SALENGRO  HOPITAL B CHR LILLE 23 73 727 8 1

HÔPITAL PRIVÉ DES PEUPLIERS 24 214 107 39 124

C.H.U. NANTES HÔTELDIEU ET HME 25 19 79 27 6

C.H.R. PONTCHAILLOURENNES 26 27 440 22 5

HOPITAUX DE BRABOIS CHU NANCY 27 6 33 3 40

GPE HOSP SAINTJOSEPH 28 246 138 146 38

GHU PARISILEDEFRANCE OUEST SITE AMBROISE PARE 29 156 110 174 50

HOPITAL ST JOSEPH MARSEILLE 30 281 718 92 56

HOPITAL PRIVE CLAIRVAL 31 108 799 108 88

HOPITAL DE HAUT LEVEQUE 32 37 279 11 41

CH VERSAILLES ANDRE MIGNOT 33 177 113 156 18

HÔPITAL LE BOCAGE CHU DIJON 34 11 11 6 13

GROUPE HOSPITALIER HOPITAUX UNIVERSITAIRES PARISILEDEFRANCE OUEST 35 162 90 181 303

HOPITAL ANTOINEBECLERE (APHP) 36 321 73 172 61

SA CLINIQUE PASTEUR 37 54 560 62 95

HOPITAL CHARLES NICOLLE CHU ROUEN 38 30 45 7 3

INSTITUT GUSTAVE ROUSSY 39 39 37 139 135

CH SUD FRANCILIEN SITE JEAN JAURES 40 417 175 66 55

HOPITAL DE LA CONCEPTION 41 175 1490 34 134

CHU COTE DE NACRE  CAEN 42 18 65 16 14

HOPITAL NORD (ST ETIENNE) 43 58 308 19 17

HOPITAL NORD (GRENOBLE) 44 2 5 26 28

HOPITAL PRIVE JEAN MERMOZ 45 109 430 173 115

CLINIQUE CHIRURG ALLERAYLABROUSTE 46 164 27 38 244

HOPITAL PRIVE JACQUES CARTIER 47 33 8 222 122

CLINIQUE DU TONKIN 48 24 398 225 158

HOPITAL SUD CHU AMIENS 49 29 209 20 30

HOPITAL LAPEYRONIE CHU MONTPELLIER 50 104 890 54 2
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8.2 Appendix B
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Figure 9: Distribution of the total degree of healthcare facilities in the 2014 network.
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Figure 10: Distribution of the total degree of healthcare facilities in the 2016 network.
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Figure 11: Distribution of the number of patients sent and received by healthcare facilities in the 2014 network.
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Figure 12: Distribution of the number of patients sent and received by healthcare facilities in the 2016 network.
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8.3 Appendix C

Table 11: List of clusters identified by the Greedy algorithm in the 2014 network, with the main city of the cluster, the cluster’s

size, and the HCF which had the greatest hub and authority scores of the cluster

Main city Cluster size Hub Authority

Paris 342 GPE HOSP BROUSSAISHEGP HOPITAL CORENTIN CELTON (APHP)

Lyon 202 HOPITAL EDOUARD HERRIOT HOPITAL DE LA CROIXROUSSE

Marseille 193 HOPITAL LA TIMONE ADULTES HOPITAL LA TIMONE ADULTES

Bordeaux 147 CHU PELLEGRIN HOPITAL DE HAUT LEVEQUE

Lille 132 HOP SALENGRO  HOPITAL B CHR LILLE HOP CLAUDE HURIEZ CHR LILLE

Toulouse 132 HOPITAL DE RANGUEIL CHU TOULOUSE HOPITAL DE PURPAN CHU TOULOUSE

Montpellier 120 HOPITAL LAPEYRONIE CHU MONTPELLIER HOPITAL ARNAUD DE VILLENEUVE CHU MPT

Dijon 119 HÔPITAL LE BOCAGE CHU DIJON MÉDECINE À CHAMPMAILLOT CHU DIJON

Reims 116 HOPITAL MAISON BLANCHE CHR REIMS HOPITAL ROBERT DEBRE CHR REIMS

Tours 94 C.H.R.U. TROUSSEAU C.H.R.U. BRETONNEAU

Nancy 92 HOPITAL CENTRAL CHU NANCY HOPITAUX DE BRABOIS CHU NANCY

Rennes 88 C.H.R. PONTCHAILLOURENNES POLE GERIATRIQUE RENNAIS

Strasbourg 87 CHU STRASBOURG / HOP HAUTEPIERRE CHU DE STRASBOURG /NOUVEL HOPITAL CIVIL

Nantes 71 C.H.U. NANTES HÔTELDIEU ET HME CHU DE NANTES HOPITAL G. R. LAENNEC

Angers 67 CHU D’ ANGERS :SITE LARREY CHU D’ ANGERS:CENTRE DE SSR

Nice 66 HOPITAL SAINT ROCH DU CHU DE NICE HOPITAL PASTEUR DU CHU DE NICE

Rouen 65 HOPITAL CHARLES NICOLLE CHU ROUEN HOPITAL DE BOISGUILLAUME CHU ROUEN

Grenoble 64 HOPITAL NORD (GRENOBLE) HOPITAL SUD

Caen 61 CHU COTE DE NACRE  CAEN CHR GEORGES CLEMENCEAU  CAEN

Poitiers 58 GROUPE HOSP. LA ROCHELLEREAUNIS CHU LA MILETRIE

ClermontFerrand 47 CHU G. MONTPIED CHU ESTAING

Limoges 36 C H U DUPUYTREN LIMOGES HOPITAL JEAN REBEYROL LIMOGES

Brest 34 CHRU HOPITAL CAVALE BLANCHE CENTRE DE CURE MED.& CONVALESC.
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Table 12: List of clusters identified by the Greedy algorithm in the 2016 network, with the main city of the cluster, the cluster’s

size, and the HCF which had the greatest hub and authority scores of the cluster

Main city Cluster size Hub Authority

ParisCréteil 346 GROUPE HOSP. PITIESALPETRIERE (APHP) CHARLESFOIX  JEANROSTAND GHU EST

Lyon 189 HOPITAL EDOUARD HERRIOT CLINIQUE MUTUALISTE DE LYON

Marseille 166 HOPITAL LA TIMONE ADULTES HOPITAL DE LA CONCEPTION

Bordeaux 148 CHU PELLEGRIN HOPITAL DE HAUT LEVEQUE

Lille 132 HOP SALENGRO  HOPITAL B CHR LILLE HOP CLAUDE HURIEZ CHR LILLE

Toulouse 132 HOPITAL DE PURPAN CHU TOULOUSE HOPITAL DE RANGUEIL CHU TOULOUSE

Montpellier 126 HOPITAL LAPEYRONIE CHU MONTPELLIER HOPITAL ARNAUD DE VILLENEUVE CHU MPT

Reims 120 HOPITAL MAISON BLANCHE CHR REIMS HOPITAL ROBERT DEBRE CHR REIMS

Caen 115 CHU COTE DE NACRE  CAEN KORIAN COTE NORMANDE

Rennes 94 C.H.R. PONTCHAILLOURENNES POLE GERIATRIQUE RENNAIS

Dijon 92 HÔPITAL LE BOCAGE CHU DIJON MÉDECINE À CHAMPMAILLOT CHU DIJON

Tours 92 C.H.R.U. TROUSSEAU C.H.R.U. BRETONNEAU

Nancy 92 HOPITAL CENTRAL CHU NANCY HOPITAUX DE BRABOIS CHU NANCY

Strasbourg 88 CHU STRASBOURG / HOP HAUTEPIERRE CHU DE STRASBOURG /NOUVEL HOPITAL CIVIL

Nantes 69 C.H.U. NANTES HÔTELDIEU ET HME CHU DE NANTES HOPITAL G. R. LAENNEC

Nice 69 HOPITAL SAINT ROCH DU CHU DE NICE HOPITAL PASTEUR DU CHU DE NICE

Rouen 65 HOPITAL CHARLES NICOLLE CHU ROUEN HOPITAL DE BOISGUILLAUME CHU ROUEN

Grenoble 60 HOPITAL NORD (GRENOBLE) HOPITAL SUD

Poitiers 57 GROUPE HOSP. LA ROCHELLEREAUNIS CHU LA MILETRIE

ClermontFerrand 47 CHU G. MONTPIED CHU ESTAING

VesoulBesançon 40 CH VESOUL CHU JEAN MINJOZ

Limoges 36 C H U DUPUYTREN LIMOGES HOPITAL JEAN REBEYROL LIMOGES

Brest 33 CHRU HOPITAL CAVALE BLANCHE CENTRE DE CURE MED.& CONVALESC.

Corse 19 CH ND LA MISERICORDE C.R.F. ET MAISON DE REPOS DU FINOSELLO

8.4 Appendix D
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9 Summary in French

Analyse des épidémies d’entérobactéries résistantes aux carbapenems sur le réseau des établissements
de santé de France métropolitaine.

Introduction. La propagation des entérobactéries résistantes aux carbapenems (ERC) s’accélère à une vitesse alarmante,

et menance d’ores et déjà les systèmes de santé du monde. En France, la tendance rapidement croissante du nombre

d’épisodes d’ERC inquiète. L’objectif de cette étude est de proposer un modèle mathématique de simulation d’épidémies

d’ERC sur le réseau français des établissements de santé (EDS).

Methodes. À partir de la base de données PMSI (Programme de médicalisation des systèmes d’information), nous avons

construit le réseau des EDS de France métropolitaine pour les années 2014 à 2016. Nous avons ensuite développé un

modèle stochastique susceptiblecoloniséinfecté pour reproduire la dynamique des épidemies d’ERC sur le réseau de 2015.

Ce modèle, dont l’unité est l’EDS, modélise à la fois, la propagation intraétablissement, interétablissements (via transferts

de patients), et entre établissements et communauté. Le modèle a été calibré en utilisant les données de surveillance Santé

Publique France de 2015.

Résultats. Le réseau comprenait 2,433 EDS pour un maximum de 1 285 991 transferts enregistrés en 2016. Ses caractéris

tiques étaient stable sur les trois années, la principale étant son découpage en grappes d’EDS relativement indépendants.

Nous avons estimé que le risque d’infection après colonisation à ERC était compris entre 3.5% et 8.5%. Nous avons estimé

que le niveau de détection actuel des épisodes était compris entre 100% et 40% (soit potentiellement 1 209 épisodes non

détectés). En faisant l’hypothèse que le niveau de détection actuel était de 40%, nous avons estimé qu’une amélioration vers

un niveau de détection optimal (100%) ne réduirait le nombre total d’épisodes que de 20.7% (2 207 à 1 751).

Conclusions. Ce model suggère que le transfert de patients colonisés entre EDS pourrait avoir un rôle majeur dans la

dynamique des épidémies d’ERC. À notre connaissance, il s’agit du premier modèle capable d’étudier la propagation de

pathogènes au sein d’EDS à une telle échelle. Il peut constituer un outil de choix pour approfondir notre connaissance de ces

phénomènes, et assister les pouvoirs publics face aux enjeux majeurs de l’antibiorésistance.

The end.
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